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About me

« 2021 - 2024 Redis committer

« 2024 - now Valkey TSC member

« Software engineer at Tencent Cloud

» Github: github.com/enjoy-binbin

« Email: binloveplayl314@qg.com

 https://github.com/enjoy-binbin/enjoy-binbin/tree/main/2025-12-13-
Valkey Keyspace 2025 Beijing



Agenda

* Introducing replication

* Full sync && Psync

» Replication backlog

* Replica client output buffer
* Replication memory usage
« Replication memory issue
« Dual channel replication

« Make valkey great together



Dual channel replication overview - 1

Primary > Replica




Dual channel replication overview - 2

©

Primary

1. Full sync (RDB file or RDB stream)
2. Replication stream

-

©

Replica




Dual channel replication overview - 3

Full sync (RDB stream)

rdb-channel >
()

Replication stream

©

Primary

main-channel - Replica

Dual channel replication #60 - https://github.com/valkey-io/valkey/pull/60



Replication Basic

Client1 SET k1 v1 Primary Replica
SETK2v2  SET k1 v1
® L= 1 C
Client2 SET k2 v2
GET k1
Client3

https://valkey.io/topics/replication/



Replication Key Points

- ENEFIRHEHY

- BIRSERSHZBEERLHASHIRZE
- ENEHIEET RNZAFPEZERT

© EPRASEFFRIAT RRE
- ENEFIERAT /M EEEZERN

- BT RUAEETREFRIIEEE P imANS X5l
- EURAURSESHENEA TR

- ETRUBERIATREFRIIEEE P im NS X5l
- BERIFATRERIER

- FNEMEIV PR ECER SRIA
» EFNERRIVE , BB A LAZRRIBIARIET <



Need for Replication

- =9H
- FPRENHEERIAT /I LERERS
- ¥ ESLOIRIEIERE
- EETERBIEEKRIERIATRLE
- REHELREM
- EFPREVHERIAT /I LIRS HE
© B—MAIHHTFANL
© EPRAEERFAN  BIATREEFAK



Type of Replication

 full sync (full synchronization)

. SBREE

» psync (partial resynchronizations)

- B EFREL / BERL



Full sync

« full sync (full synchronization / full resynchronization)

- MERANX , ERBET R LSRR SRR TR

« full sync B EATEAFTINEFimihia FEIAY ?
 fork FHIESEREUEIRRE

replica client output buffer {EigitE &3>

- (&% RDB [RER ?
- BEEW | FHIEER RDB X% , EHIEAIX RDB LRI TI A
- TEEH (<6.0) : FHIFUER RDB REBOKABT KIXSLEI AT R
- TREH (>=6.0) : FHEDLER RDB REBIZEABEIEZEBKIEETHIE
RBODREAE X ERIAT R

« HABRTEEE full sync ?
© NII— P FEEIA
- IBRIAEERIRNAM psync



Psync

« psync (partial sync / partial resynchronizations)
- BIAERNESEEN  S=nEASHREEEEH TS ERAE |, LIEREERY
s TTRAERREER  SEIEASHREETXEREIARKLRIEEE  LEREERY

* Replication backlog
- SHRERIX , BEX/) , RFERRIIAIESEER

* Replication offset

- EHlRZPE | BE MRINE—FT. SREBENSET 1D 2EYUIEXAY.

* Replication ID
- 241D, AxRIimREHIHE

* Replica client output buffer
- BIAEFIREMEETX , EEE



Putting it together - 1

Client




Putting it together - 2

Client

Primary
@

Keyspace

Replication Backlog

Replica Client Output Buffer

Replica

©




Putting it together - 3

Client

SET k1 v1

Primary
@

Keyspace

Replication Backlog

Replica Client Output Buffer

Replica

©




Putting it together - 4

Primary

@
Replica
SET k1 v1 Keyspace
Client — ®

Replication Backlog

SET k1 v1

Replica Client Output Buffer




Putting it together - 5

Client

SET k1 v1

Primary

/ Keyspace

Global Shared Replication Buffer

Replication Backlog

SET k1 v1

Replica Client Output Buffer

Replica

Replication backlog and replicas use one global shared replication buffer #9166
https://github.com/redis/redis/pull/9166




Replica client output buffer

. Valkey ERFLIERE
- FTBHIEERFEERFL
« MNAEERISEEUERR
- FINREEHIERIE
- EERUMETIKIIL

. EPUEHHENX
B A P IORIE S B\ P IO X
. WS

* client-output-buffer-limit normal <hard limit> <soft limit> <soft seconds>

. EHJZISKF' i HE X
BATEET RUMARTE—ERE , FTTRIEEMNEREIAZEF RS NEUE
« WNEEERRIAE i

« client-output-buffer-limit replica <hard limit> <soft limit> <soft seconds>



Replication Backlog - 1

» replication backlog
- SHHERFX

» repl_backlog_size
« EFREZRPXAIEFNFTAN , BEBECEI repl-backlog-size IRE

* master_repl_offset
- ETANSHRBE M 0TS, EHABANE AT , BRI SHIREE

* repl_backlog_first byte offset
- SHREETXES—FUMINNELTREFRZE. BN 178 , B2 backlog #1Ei% , =
£ backlog EBF-EBESR , BRYEASFHRIENN

* repl_backlog_histlen
- SRISHRERTXARENEIEF TR/ | SEMERREER X B LRH/ENHEIEKE
- BREIRRZRUTE I FhREENE T RAERIRBEZE



Replication Backlog - 2

repl-backlog-size 10




Replication Backlog - 3

set k1 v1

repl-backlog-size 10

t

k

1

\'4

T




Replication Backlog - 4

set k1 v1

repl-backlog-size 10

t |l k|[1]v /|1
BUEETEE

L




Replication Backlog - 5

repl-backlog-size 10

set k2 v2 k|2|v|2|[1T]|v]|1




Replication Backlog - 6

set k2 v2

repl-backlog-size 10

2|lv|2(1|v]|1]s
BREIETE

BEETCE
>




Replication Backlog - 7

repl-backlog-size 10




Replication Backlog - 8

repl-backlog-size 10

master repl offset = 0
repl_backlog first byte offset = 1
repl_backlog histlen =0




Replication Backlog - 9

repl-backlog-size 10
repl backlog histlen = 7

set k1 v1 sle|lt|lk|[T]|v]1

T

master repl offset = 7

repl backlog first byte offset = 1

psync range: [1, 8]

master repl offset = 7
repl backlog histlen =7
repl backlog first byte offset = 1
psync range: [1, 8]




Replication Backlog - 10

repl-backlog-size 10

repl backlog histlen = 10

set k2 v2 k |2

Vv

2

1

V

1

T

master repl offset = 14

repl_backlog first byte offset =5

psync_range: [5, 15]

master repl offset = 14
repl_backlog histlen = 10
repl backlog first byte offset =5
psync_range: [5, 15]




replicaof host port

Primary
replid = abcde

repl-backlog-size 10

PSYNC 7 -1

master repl offset = 0
repl _backlog first byte offset = 1
repl_backlog histlen = 0

|

Replica

+FULLRESYNC replid offset
+FULLRESYNC abcde 0

replicaof host port
-4

Client




Full sync

Primary
replid = abcde
® Replica
repl-backlog-size 10 e 1 U

master replid = abcde

master repl offset = 0 master repl offset = 0

repl_backlog first_byte offset = 1
repl_backlog histlen =0




Disconnect

Primary

replid = abcde

repl-backlog-size 10

master repl offset = 0
repl _backlog first byte offset = 1
repl_backlog histlen =0

Replica

—X—» o

master replid = abcde
master _repl _offset = 0




Psync

_ Primary
replid = abcde
psync range: [1, 1]
® Replica
PSYNC abcde 1
D
repl-backlog-size 10 )

-

+CONTINUE abcde
master replid = abcde

master repl offset = 0

master repl offset = 0
repl_backlog first byte offset = 1
repl_backlog_histlen = 0




How does psync work? - 1

Client

set k1 v1

-

Primary
replid = abcde
psync range: [1, 8]

repl-backlog-size 10
repl_backlog histlen =7

X

Replica

> L

slel|t|k|1T]|v]|T1

!

master _repl_offset = 7

repl_backlog_first byte offset = 1

master replid = abcde
master repl offset = 0




How does psync work? - 2

Client

set k1 v1

-

replid = abcde
psync range: [1, 8]

Primary

repl-backlog-size 10
repl_backlog histlen =7

PSYNC abcde 1

s|le |t

k |1 |v |1

-

T

master _repl offset = 7

repl_backlog first byte offset = 1

+CONTINUE abcde

set k1 v1

master_

Replica

replid = abcde

master_repl offset = 0

>

skip
skip = psync_offset -

=0,len=7

repl_backlog first byte offset

len = repl_backlog_histlen - skip




How does psync work? - 3

Client

set k2 v2

replid = abcde
psync range: [5, 15]

Primary

repl-backlog-size 10

repl_backlog histlen = 10

Replica

set k1 v1
-

k | 2

vV

2 |1

Vv

1

repl _backlog first byte offset = 5

master_repl offset = 14

T

set k2 v2 x ®

master replid = abcde
master_repl offset = 7




How does psync work? - 4

Client

set k2 v2

L

Primary
replid = abcde
psync range: [5, 15]

repl-backlog-size 10
repl_backlog histlen = 10

k{2 |v|2|1T|v|1]|s|e]|t

PSYNC abcde 8

Replica

-

T

repl _backlog first byte offset = 5

master _repl_offset = 14

+CONTINUE abcde

set k2 v2

master replid = abcde
master repl offset = 7

skip=3,len=7
skip = psync_offset - repl backlog first byte offset
len = repl _backlog_histlen - skip




How does psync work? - 5

Client

set k2 v2

set k1 v1

-

replid = abcde
psync range: [5, 15]

Primary

repl-backlog-size 10

repl_backlog histlen = 10

Replica
set k1 v1

k | 2

\'

21 |v

1

repl_backlod first byte offset = 5

master _repl offset = 14

|

set k2 v2 x o

master replid = abcde
master _repl offset = 0




How does psync work? - 6

Client

set k2 v2

set k1 v1

-

replid = abcde
psync range: [5, 15]

Primary

repl-backlog-size 10

repl_backlog histlen = 10

Replica
PSYNC abcde 1

k | 2

\'

2|11 |v

1

repl_backlog first byte offset =5

master _repl offset = 14

!

-
+FULLRESYNC replid offset
+FULLRESYNC abcde 0 master_replid = abcde
master repl offset = 0




Configuration Items

« repl-backlog-size <size>
« >=Valkey 8.0 default is 10mb
« < Valkey 8.0 defaultis 1mb

« client-output-buffer-limit <class> <hard limit> <soft limit> <soft seconds>
 client-output-buffer-limit replica 256mb 64mb 60



Monitoring items

role
« https://valkey.io/commands/role/

 info replication
 https://valkey.io/commands/info/



role command

-p 30007 role
"slave"
"127.0.0.1"
(integer) 30001
"connected"
(integer) 4300060

-p 30001 role

"master"
(integer) 4300060

"127.0.0.1"

"30007"

"4300060"

"127.0.0.1"

"30008"

"4300060"

-p 30008 role

"slave"
"127.0.0.1"
(integer) 30001
"connected"
(integer) 4300074




iInfo command - primary side

-p 30001 info replication

# Replication

role:master

connected_slaves:2

slave0:1p=127.0.0.1, port=30004,state=online, offset=4300037,lag=1,type=replica
slavel:ip=127.0.0.1, port=30007,state=online, offset=4300037,lag=1, type=replica
master_replid:e80c00c37df0d18f564c031bc5f74ac3687035af
master_replid2:0000000000000000000000000000000000000000
master_repl_offset:4300037

second_repl_offset:-1

repl_backlog_size:10485760

repl_backlog_first_byte_offset:1

repl_backlog_histlen:4300037




Info command - replica side

) -p 30004 info replication ) -p 30007 info replication

# Replication # Replication

role:slave role:slave

master_host:127.0.0.1 master_host:127.0.0.1

master_port:30001 master_port:30001

master_link_status:up master_link_status:up

master_last_io_seconds_ago:3 master_last_io_seconds_ago:10
slave_read_repl_offset:4300065 slave_read_repl_offset:4300079
slave_repl_offset:4300065 slave_repl_offset:4300079

connected_slaves:0 connected_slaves:0
master_replid:e80c00c37df0d18f564c031bc5f74ac3687035af master_replid:e80c00c37df0d18f564c031bc5f74ac3687035af
master_replid2:0000000000000000000000000000000000000000 master_replid2:0000000000000000000000000000000000000000
master_repl_offset:4300065 master_repl_offset:4300079

second_repl_offset:-1 second_repl_offset:-1

repl_backlog_size:10485760 repl_backlog_size:10485760
repl_backlog_first_byte_offset:1 repl_backlog_first_byte_offset:1
repl_backlog_histlen:4300065 repl_backlog_histlen:4300079




Replication memory usage - 1

NEEE5HHE used_memory ?

£t used_memory HUERT
BABSZ£25 maxmemory & ?

used memory
used_memory rss

Replica Client Output Buffer

replica client
output buffer limit

Client Output Buffer

Replication Backlog

Keyspace Data

maxmemory




Replication memory usage - 2

* Replication Backlog (< 7.0)
« B MIRAIDERIEEPX
.+ WATARIAHEE
o 245 used_memory , &5 maxmemory i+&
« info field: mem_replication_backlog

. Replica Client Output Buffer (< 7.0)
« BN EIAEPEEECHNEF LR P X
. E hard limit ¥ soft limit [RiIE8I A EEREE T XINAZL A
o 285 H#H used_memory , (BEASZES maxmemory i+8&
 info field: mem_clients_slaves
 info field: mem_not_counted_for_evict

« Global Replication Buffer (>=7.0)
- SHAEEPXFIEREIAEPinfHETX , EER—eREHE X

 info field: mem_total replication_buffers



Replication issues

- BIAEFAKRZ T psync
s BIATAREEAA , BFRAOEFHIFRESEE , Toik#H T psync HEE full sync

. 2RI ZE COB PR&I#EHMZE
o« ERIARTELEAEEZEXIZ , EJ9 client output buffer limit R ET RlmZE

« BIERENEFIRE full sync
 BIZ full sync HRBIE client output buffer limit BRHIZLEK , &1 full sync

« ABRFl replica COB
« RBR#& replica client output buffer limit X==45 FRPIFHIEANH



BlIAERRZTGE psyne - BRI AT R HE

DEBUG LOG: Pausing the replica server

Connection with primary lost.

Caching the disconnected primary state.

Reconnecting to PRIMARY 127.0.0.1:21111

PRIMARY <-> REPLICA sync started

Non blocking connect for SYNC fired the event.

Primary replied to PING, replication can continue...

Trying a partial resynchronization (request eeleacaade3ldadé6laB5cac910b515a5b8f77aac:1).
Full resync from primary: eelOeacaade3ldadéla®5cac910b515a5b8f77aac:2097243

* % X % * % X X

:S
:S
:S
:S
:S
:S
:S
:S
1S




BlANER KRS TGiE psyne - T REE

# DEBUG LOG: Killing the replica client

* Connection with replica 127.0.0.1:21112 lost.
Accepted 127.0.0.1:51327
Replica 127.0.0.1:21112 asks for synchronization
Unable to partial resync with replica 127.0.0.1:21112 for lack of backlog (Replica
request was eefeacaade3ldadélaf5cac910b515a5b8f77aac:1, and I can only reply with the
range [999497, 2097244]).
Starting BGSAVE for SYNC with target: replicas sockets using: normal sync
Background RDB transfer started by pid 97978 to pipe through parent process
Fork CoW for RDB: current 0 MB, peak 0 MB, average 0 MB
Diskless rdb transfer, done reading from pipe, 1 replicas still up.
Background RDB transfer terminated with success
Streamed RDB transfer with replica 127.0.0.1:21112 succeeded (socket). Waiting for
REPLCONF ACK from replica to enable streaming
Synchronization with replica 127.0.0.1:21112 succeeded




\28IZNH COB [RHl#rNE - ETRHE

* Synchronization with replica 127.0.08.1:21112 succeeded

# Client id=4 addr=127.0.0.1:52652 laddr=127.0.0.1:21111 fd=15 name= age=4 idle=3 flags=S capa= db=0 sub=0 psub=0
ssub=0 multi=-1 watch=0 gbuf=0 gbuf-free=0 argv-mem=0 multi-mem=0 rbs=1024 rbp=0 obl=0 ol1=620 omem=10490400
tot-mem=10492000 events=rw cmd=replconf user=default redir=-1 resp=2 lib-name= 1lib-ver= tot-net-in=275
tot-net-out=5006463 tot-cmds=6 scheduled to be closed ASAP for overcoming of output buffer limits.
Connection with replica 127.0.0.1:21112 lost.

Reading from client: Connection reset by peer

Accepted 127.0.0.1:52695

Replica 127.0.0.1:21112 asks for synchronization

Partial resynchronization request from 127.0.0.1:21112 accepted. Sending 10498262 bytes of backlog starting from
offset 5006442,




282X COB [RFEI#ENE - Bl AT REE

Connection with primary lost.

Caching the disconnected primary state.

Reconnecting to PRIMARY 127.0.0.1:21111

PRIMARY <-> REPLICA sync started

Non blocking connect for SYNC fired the event.

Primary replied to PING, replication can continve...

Trying a partial resynchronization (request 5f2e5b5f55d16e46224eb4ead218b73600c9ad7d:5006442).
Successful partial resynchronization with primary.

:S *
'S *
) *
:S *
1S *
'S *
: S *
:S *
:S *

PRIMARY <-> REPLICA sync: Primary accepted a Partial Resynchronization.




BlIAEMNEFHIRE full sync - TTHRNA

17327:M
17327:M
17327:M

17327:M
17327:M
17327:M

17327:
17327:
17327:
17327:
17327:
17327:
17327:
17416:

17327

17327
17327
17327

05
05
05

05
05
05

05
05
05
05
05
05
05

= = = = = = =

Dec
Dec
Dec

Dec
Dec
Dec

Dec
Dec
Dec
Dec
Dec
Dec
Dec

2025
2025
2025

2025
2025
2025

2025
2025
2025
2025
2025
2025
2025

12:
12:
12:

12:
12:
12:

12:
12:
12:
12:
12:
12:
12:

22:
22:
22:

22:
22:
22:

22:
22:
22:
22:
22:
22:
22:

08.
11.
11.

11.
bl
k-

11.
11.
.139
.894
.894
.894
.894
signal-handler (1764908533) Received SIGUSR1 in child, exiting now.

13
13
13
13
13

432

000 #
000 *

319
319
319

319
320

*

* ok o

Accepted 127.0.0.1:54403
Client id=4 xxx scheduled to be closed ASAP for overcoming of output buffer limits.
Connection with replica 127.0.0.1:21112 lost.

Accepted 127.0.0.1:54404

Replica 127.0.0.1:21112 asks for synchronization

Partial resynchronization not accepted: Replication ID mismatch (Replica asked for
'40788e42c23b0fcfdebbed242fc31560b43ff5b1', my replication IDs are
'234a0137d207e9d30a7d8F77bd8999972F349b57' and '000000000EEEHOONOONNOOONOOOOOOONAOOLAOOELEEL")
Starting BGSAVE for SYNC with target: replicas sockets using: normal sync
Background RDB transfer started by pid 17416 to pipe through parent process

DB 9: 100001 keys (0 volatile) in 114688 slots HT.

Client id=6 xxx scheduled to be closed ASAP for overcoming of output buffer limits.
Connection with replica 127.0.0.1:21112 lost.

Diskless rdb transfer, last replica dropped, killing fork child.

Killing running RDB child: 17416

:M 05 Dec 2025 12:22:13.940 # Background RDB transfer terminated by signal 30

:M 05 Dec 2025 12:22:14.355 - Accepted 127.0.0.1:54426
:M 05 Dec 2025 12:22:16.833 # Client id=7 xxx scheduled to be closed ASAP for overcoming of output buffer limits.
:M 05 Dec 2025 12:22:16.833 * Connection with replica 127.0.0.1:21112 lost.



BIREMNEFIREZ full sync - BIIATI RN

Connecting to PRIMARY 127.0.0.1:21111

PRIMARY <-> REPLICA sync started

REPLICAOF 127.0.0.1:21111 enabled (user request from 'id=3 addr=127.0.0.1:54401

laddr=127.0.0.1:21112 fd=14 name= user=default lib-name= 1lib-ver="')

Trying a partial resynchronization (request 40788e42c23b0fcfdeb5ed242fc31560b43ff5b1:1).
* Full resync from primary: 234a0137d207e9d30a7d8f77bd8999972f349b57:0

Replica bio thread: I/0 error trying to sync with PRIMARY: connection lost

Replica main thread detected RDB download failure in Bio thread

Reconnecting to PRIMARY 127.0.0.1:21111 after failure

PRIMARY <-> REPLICA sync started

Non blocking connect for SYNC fired the event.

Primary replied to PING, replication can continue...

Trying a partial resynchronization (request 40788e42c23b0Ofcfdeb5ed242fc31560b43ff5b1:1).
Full resync from primary: 234a0137d207e9d30a7d8f77bd8999972Ff349b57:11681958

Replica main thread creating Bio thread to save RDB to disk

S #
S *
:S *
1S *
1S *
1S *
:S *
S *
S *

Replica bio thread: PRIMARY <-> REPLICA sync: receiving streamed RDB from primary with
EOF to disk

# Replica bio thread: I/0 error trying to sync with PRIMARY:| connection lost

# Replica bio thread: Error reading sync payload

# Replica bio thread: Error downloading RDB

Replica main thread detected RDB download failure in Bio thread

Reconnecting to PRIMARY 127.0.0.1:21111 after failure

PRIMARY <-> REPLICA sync started

Trying a partial resynchronization (request 40788e42c23b0fcfdeb5ed242fc31560b43ff5b1:1).
Full resync from primary: 234a0137d207e9d30a7d8f77bd8999972f349b57:24147492

Replica bio thread: I/0 error trying to sync with PRIMARY: connection lost




BE&| replica COB - TP aRFELE

# Memory

used_memory:503461328
used_memory_human:480.14M
used_memory_rss:510738432
used_memory_rss_human:487.08M
used_memory_dataset:1225400
used_memory_dataset_human_binbin:1.17M

used_memory_dataset_perc:0.24%
maxmemory:20971520

maxmemory_human:20.00M
maxmemory_policy:noeviction
mem_not_counted_for_evict:489586584
mem_not_counted_for_evict_human_binbin:466.91M
mem_replication_backlog:10486008
mem_replication_backlog_human_binbin:10.00M
mem_total_replication_buffers:500113368
mem_total_replication_buffers_human_binbin:476.95M
mem_clients_slaves:489627608
mem_clients_slaves_human_binbin:466.95M




Dual channel replication - 1

N =17
- IPTREERCHEREIAEFinEHETXAFLHES
« BIAEFRHHEIXASZITE L ERIIRHIE
« WMR—BERARES , WH=H2ERFEE OOM X
- MNR—ENEE  NTRFENEE2ERPE—ELETH , BoseFERIEXE
+ RENEZERTZHETRFMIEAK , fork / copy on write / HFEZAFE CPU &

- FTERSEERLHIMIIR /oM

Dual channel replication #60 - https://github.com/valkey-io/valkey/pull/60



Dual channel replication - 2

Dual channel replication #60

el el PingXie merged 110 commits into valkey-io:unstable from naglera:rdb—-channel LJon Jul 18, 2024

0 Conversation 358 -o- Commits 110 [Fl Checks o0 Files changed 21

oo naglera commented on Mar 28, 2024 . edited by enjoy-binbin ~ Member | °**

In this PR we introduce the main benefit of dual channel replication by continuously steaming the COB
(client output buffers) in parallel to the RDB and thus keeping the primary's side COB small AND
accelerating the overall sync process. By streaming the replication data to the replica during the full sync,
we reduce

1. Memory load from the primary's node.

2. CPU load from the primary's main process. Latest performance tests

Motivation

¢ Reduce primary memory load. We do that by moving the COB tracking to the replica side. This also
decrease the chance for COB overruns. Note that primary's input buffer limits at the replica side are less
restricted then primary's COB as the replica plays less critical part in the replication group. While
increasing the primary’'s COB may end up with primary reaching swap and clients suffering, at replica
side we're more at ease with it. Larger COB means better chance to sync successfully.

¢ Reduce primary main process CPU load. By opening a new, dedicated connection for the RDB transfer,
child processes can have direct access to the new connection. Due to TLS connection restrictions, this
was not possible using one main connection. We eliminate the need for the child process to use the
primary's child-proc -> main-proc pipeline, thus freeing up the main process to process clients queries.
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Dual channel replication - 3

Primary > Replica




Dual channel replication - 4

©

Primary

1. Full sync (RDB file or RDB stream)
2. Replication stream

-

©

Replica




Dual channel replication - 5

©

Primary

Full sync (RDB stream)

rdb-channel

Replication stream

main-channel

&

Replica




Dual channel replication - 6
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Primary

child process

Full sync (RDB stream)

rdb-channel

» |ocal buffer
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Dual channel replication - 7
« EERFNEFIPEXIEERTHINKL

¢ *Z'D\I%Eg:
- E2ERTHE , IR T RSMTETAEET—5 RDB &z , T TRESERKEE FHITAX
RDB REEF I AEZ FinihE T X BENGSREUE | Bl AT RsEnS miiEEFEA AT
% RDB REEINE=EEMG S R.



Dual channel replication - full sync + psync

- 2=\ full sync for rdb channel :
- £EFEE RDB RESPD , HAIXTRENEFZWEIET R +DUALCHANNELSYNC laRf5 |
SBIE—FFANER: |, 15 rdb channel,
« BIATRSFIA rdb channel AFETRAIE sync miEKEERL.
- FHAEUE rdb channel BY sync f§ , 7 fork ZBISEHERIMNEFHRBEET rdb channel &iX%45
BIAT R , BI&FE snapshot end-offset RIXZGEIATI R,

- IE&[EZ psync for main channel :
- BIERT AUzE snapshot end-offset f§ , ££ main channel EBFI|/H end-offset &% psync ap < iaKiZ
ERE , 5K offset Z AU EEEE.
« BIATRER psync EHIEERSRETEEFRI R RES.
« SEIATIR rdb channel 55k RDB fREBRYINZES | Ml AARFFRUIEERSIIEE] DB H,



Dual channel replication - benefits - 1

- BOETRAFEESD

- B COB NETRERIREATR , XSBREET RIIREFETD.

» fE full sync BA[E] , E9 fork AR , ETRERBARS COW TRAAEFLEKESD | LA
ReEBRLOETRAFER  UETRESEEFL | FARURAET RFERETHAZ COW
0 COB WFFH , M IN—ERF O FIEBENFREIF Iz , MEETTRAFEHRT COW HIFF
H , MREDRIES COB RIFFH.

+ BIATRASE full sync HIEAREASH COW 201 , ArLAXILL ET e B RSN FEERE
T35 COB,

.« D ETTRESAZRT CPU fRF;
- 1BY RDB (REBERWEY THIER , FHELIEREN RDB EEHTAREER  NTIEX
T EHEPELHIERIERE | LSRR S ENEE iR,
+ £ 6.0 IRAFATIF TLS , ELEEHF , FIHESLIR L2 RDB AFEUEESH/H
2, WHESHREAXEREIAT R, KAEFEMEBEYEEHITEE.



Dual channel replication - benefits - 2

- 25 full sync FIHER :
« R T ER replica COB PRHISEN full sync KW , AT BEFE2RAEET =AY COB [RHl , B
BEXNMERBEHFIINTELNAERE | AEET MRS COB R/ gesERET=MIRNE |,
&1 dual channel , SCRR_ERTLAIEAE AZIE COB [RElEAT , BBSENRTE , BYTFaEAT
RITEE—EB COB , ARET REAEGHEEIHY COB , EAR COB EREESHNEER
IR,

2 full sync AIRER -
o HEZHIREZEIATRIIEST RDB RERfEA8EAIE replication buffer , 28178, FRERY
replication buffer BJge=FEE—ERAYE)A BE(EIRI5TRk.
- DIERHITARIX | BIATRIN%5T RDB REBGEESENAAT | £EERSCHERIEERS
EaiEiEagaiE , HidaRER B hEl,



Dual channel replication - benefits - 3

- IEERIAT REIE—EUE
»  ERBIRTT full sync RYREER , EFERE_ERERD BT Rig MR BEWRRIEORE., BT L
e . WNFFIRIEZE replication buffer BIHIFIEZE5EZ A1 , XFEISE—RENBEELD , EHAN
AJRERR TREHE | XEHEREEER T — a1 eI ERERIAT .

. H%Eﬁ%iﬁﬁmifﬁ TMEREAKEX
B 7 rdb channel j§ , FIREATUAEREAEUE | BMERQHEEFSLEER—EIETENS |, BE
amSEHREIKX , RDB UARIMEABASZEIE N, FHRELEMAEIENFHERLE CPU

RIFENAERIAMEEUE | ML ZEFPimBhERE |, Er]LAGERE RIZadE.,



Dual channel replication - Configurations

* client-output-buffer-limit replica 256mb 64mb 60
 repl-diskless-sync yes
« dual-channel-replication-enabled no



Dual channel replication - More? - 1

« BIERT 215 local buffer &£
o EAIRJLAEZ , dual channel RREARFENET RMERR TEIAT =M , SEhr_ESLAIERRY
RAFEIETMHN , =2 BT  REEAFTENEENTTR , BRI 748
LEENEIAT R E.
o XFA[LUMBIAERUERIAT RIBA |, 15 replication stream IABLEER | Z/EINEST
RDB [SEMEEINE replication stream , MTIRTLAZKLEY A COB,

« ZRIAENEERD , BRFEMN
« 705 \T2BEEHHXEEFX , TIeBLZPTEIR , TTREAFTEFE —MDHRRIXZEETX
h ( EAITTFSNEIRER 222 ) | WRFEA dual channel , XEREHEZEEZTX/ERAX
T8k ERREIEES AR LE#HIT 7EZF  LhSARFERBE RSB,
o« XFALUFRIMACAETRER R , SFE T RAMHEZS N RIAFERMNMEERSHRE , £
RBBAAZE dual channel MIEERIEAHRY single channel replication,



Dual channel replication - More? - 2

«  BIZIANNEk local buffer IO4k 4R
HRi valkey BIATIRTEIHZE local buffer Y& , B4 read handler £58% |, (SLE4ENTE
T RBRZIEENEEE | SCfr EFRAIESCAI AR ETEY , XRFRER FHIE £ T RAPLRIRN S EZd
k. EARAEXKREZDSET | local buffer A[EEHRRRIREKR , ETEHEE o fem 2 —ERATE |
EIXERATEIET RARAANR COB IAZIPRHI—1F=inZE , FTLARA T LAR 24242565 |, Bl
local buffer 1D4k4EE1F,

« ERJHERYEIA local buffer BCEIR
- BIEHEAEZ) TR local buffer FIK/NE4%EE replica client-output-buffer-limit EEEINAY , £
HUNEHEIZE | NRIABEMISE—/ Y local buffer BLBINAIESE RE. ERNRIAT SOlgE
SEEERNZIMIET IET = |, # client-output-buffer-limit FF— /MBI AL S ABARIE.
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