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1. Valkey 原生的架构



 标准版：一个 Primary 和多个 Replica 组成

 Valkey 标准版高可用方案

- 哨兵机制

- 监控、切主、补从操作分离

 标准版存在问题

- 依赖外部仲裁机制

- 高可用和切换速度受限于管理节点

- 双写/丢数据的问题

- Valkey 主节点下线有损

 Valkey 9.0 给哨兵引入了 Coordinated failover

- Improve "SENTINEL FAILOVER" by using the 

"FAILOVER" command #1292
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 分片

- 节点独立

- 基于 Slot 的分片管理

- 支持平滑迁移

- 动态分片（hot sharding）

- 数据均衡（rebalance）

 Gossip

- 自动发现（auto detect）

- 自动容灾（auto failover）
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Valkey 集群版单可用区部署

 Valkey 自动容灾：

- 判死：超过一半的主节点认定该节点故障

- 提主：副本发起投票，获得超过一半的主节点授权该节点。

部署基本要求：

- 主从不能同机

- 单机节点数不能超过分片数的一半

机器1 机器2

机器3

Valkey 三分片集群错误部署

Replica

Primary

Primary

Replic

a

Replica

Primary

Client

Client

Client

Valkey 三分片集群正确部署

机器1

Prima

ry

机器2

Repli

ca

机器3

Prima

ry

机器4

Repli

ca

机器5

Prima

ry

机器6

Repli

ca



2. Valkey 单可用区部署



单分片集群如何保证高可用

 单分片集群（集群模式的标准版）

- 引入 voting emptry primary (arbiter)，

和主节点共同提供仲裁权

- 支持多 DB（Valkey 9.0 支持集群多 DB）

- 取消跨 slot 限制

- Smart proxy

 带来的优势

- 自动容灾

- 无损提主

- 兼容主从版

- 仲裁节点不受业务流量影响

- 无缝切换集群版，可水平扩缩容
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3. Valkey 多可用区部署



原生 Valkey 多可用区部署缺陷

 部署基本要求：

- 主节点和副本节点不能在同一可用区

- 一个可用区的节点数不能超过分片数的一半

 右边的部署问题：

- 无法保证高可用

- 跨可用区调用时延增加

 高可用问题

- 主节点不固定（故障转移随时可能发生）

- 仲裁权限与主节点绑定（只有主节点才有仲裁权）
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社区数据节点和仲裁节点分离的讨论

https://github.com/valkey-io/valkey/issues/1600



数据节点和仲裁节点分离

 只有主节点有仲裁权：

- 仲裁权会随着节点故障转移而漂移

- 大规模集群中投票效率低下

 数据节点和仲裁节点分离：

- 仲裁节点不会受业务流量影响

- 仲裁权不会随着节点故障转移而漂移

- 大规模集群中只需要少量仲裁节点即可维持仲裁权

- 减少集群 Ping-Pong 通信开销，数据节点之间无需相互通信，只需要回复仲裁节点的 Ping



如何改造 Valkey 以实现多可用区部署

 如何解决高可用：

- 固定节点投票权

- 引入 instance arbiter

- 数据节点和仲裁节点分

离

 多可用区的关键问题：

- 节点部署问题

- 跨可用区性能损耗

- 可用区故障提主



4. 多可用区的关键技术



多可用区节点部署

 部署准则：

- 主节点和副本不同区

- instance arbiter 节点位于不同可用区

- instance arbiter 至少需要部署 3 个节点

单分片集群多可用区部署



客户端就近接入

 数据访问：

- 当集群在跨多个可用区环境中运行时，出于时

延和成本方面的考虑，最好将流量限制在客户

端所在的可用区内

 关键点：

- 感知区域信息

- 新配置项：availability-zone

- 新 info field：availability_zone

- 新 hello response field: 

availability_zone

https://github.com/valkey-io/valkey/pull/700



多可用区故障

 多可用区和单可用区故障差异：

- 节点故障数量

- 部分节点故障切主导致的性能波动

 多节点故障投票测试：

- Valkey 8.1 之前：128 分片，63 个主节点故

障，在默认配置项下，99% 的情况集群无法自动恢复

- Do election in order based on failed 

primary rank to avoid voting conflicts #1018

 投票机制的关键点：

- Gossip 投票机制



选主机制-主节点

 备注：

- Current epoch：集群的 epoch

- Config epoch：每个节点的 epoch

 允许投票的要求：

a) 节点的集群 epoch 是最新的

b) 这个 epoch 没有授权过。

c) 同一分片在 2*cluster_node_timeout 

内（默认 30s）内没有投票过。该限

制在 8.1 里被移除。

d) 这个节点 slot 归属权是该节点的。

Automatic failover vote is not limited by two times the node timeout #1356

Manual failover vote is not limited by two times the node timeout #1305



选主机制-副本节点

 发起选举投票的要求：

a) 一分钟只能重试一次投票。最大

重试160s，从节点最多可以投票

3次

b) 当超过一半的主节点投票，则提

主成功，否则故障转移超时

c) 适当的延迟时间以避免选票瓜分

 Replicas with the same offset queue up for election #762



多分片有序投票

 多分片投票：

- 随机 500ms 以内发起投票

- 一个节点失败，集群无法可用

 按节点有序来选主

- 外部控制

- 仲裁节顺序授权：

- 需要打破一个 epoch 投一

个从的原则

- 从节点顺序投票：

- 排序投票（shard id）

- 延时投票

Do election in order based on failed primary rank to avoid voting conflicts #1018



同可用区副本优先选举

 单分片的投票时机

- 随机延长 500ms 以内的时间

- 副本排名* 1s

 Replication Offset 相同存在的问题：

- 副本节点可能漂移到其它可用区

 解决办法：

- 同可用区副本优先

- 引入同可用区排名

- 可以借助 Gossip 扩展字段

 新排名方式为：

-（ 数据 offset，是否同可用区）

Add cluster-replica-priority to allow better ranking in auto failover #2204



Valkey 新版本跟故障转移有关的优化

 避免无法发起选举 / 避免无法完成选举

 Optimize failover time when the new primary node is down again #782

 Fix replica not able to initate election in time when epoch fails #1009

 Make manual failover reset the on-going election to promote failover #1274

 Brocast a PONG to all node in cluster when role changed #1295

 Manual failover vote is not limited by two times the node timeout #1305

 Automatic failover vote is not limited by two times the node timeout #1356

 Fix replica can't finish failover when config epoch is outdated #2178

 尽可能快的发起选举

 Do the failover immediately if the replica is the best ranked replica #2227(未合入)

 Make cluster failover delay relative to node timeout #2449

 尽可能有序的发起选举

 Replicas with the same offset queue up for election #762

 Do election in order based on failed primary rank to avoid voting conflicts #1018

 保障故障转移过程中数据安全性

 Fix data loss when replica do a failover with a old history repl offset #885

https://github.com/valkey-io/valkey/pull/xxx




