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Improve “SENTINEL FAILOVER” by using the
"FATLOVER” command #1292
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[NEW] Non-voting primaries, voting empty primaries, voting replicas

zuiderkwast opened on Jan 22 Member ---

The problem/use-case that the feature addresses
The cluster bus traffic overhead is huge for huge clusters because:

1. All nodes ping each other in a full mesh

2. Voting nodes = all primaries with slots
Description of the feature
Decouple right-to-vote from primary-serving-slots, so any node can be a voting or non-voting node.

This can allow non-voting primaries, voting replicas and voting empty nodes. Modifying these details may be easier than to
rewrite the cluster protocol to Raft (#384).

By having only a few voting nodes (such as five) in a large cluster with hundreds of nodes, voting becomes faster.

Then we can also limit the ping-pong traffic between non-voting nodes. For example, non-voting nodes don't need to ping
other nodes. They can just reply to pings from other nodes. This makes the voting nodes a team of leaders and the non-voters
a team of followers.

https://github. com/valkey—io/valkey/issues/1600
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g )ii jﬁ%%j&,%)\ Upstream the availability zone info string from KeyDB # /700

13V PingXie merged 1 commitinto valkey-io:unstable from JohnSully:availability-zone (L on Jun 28, 2024

L) Conversation 39 -0 Commits 1 [} Checks o Files changed 4
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When Redis/Valkey/KeyDB is run in a cloud environment across multiple AZ's it is preferable to keep traffic local to an AZ

ﬁ%n Eizigjjﬁ E@ %}‘:E‘; , B%ZZ}#% ?)ﬁ%‘ KE %IJ%EEF :;)rt:r:;zc‘)st reasons and for latency. This is typically done when you are enabling reads on replicas with the READONLY

JohnSully commented on Jun 27, 2024 - edited by enjoy-binbin ~ Contributor

=
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x>

ﬁ%}ﬁﬁ%‘t‘ E‘](J ﬂﬁﬁ IX Ij\j For this change we are creating a setting that is echo'd back in the info command. We do not want to add the cloud SDKs as
dependencies and this is the easiest way around that. It is fairly trivial to grab the AZ from the cloud and push that into your
setting file.

Currently at Snapchat we have a custom client that after connecting reads this from the server and will preferentially use that

A
| 9%%7% ){—:—( . server if the AZ string matches its internally configured AZ.
— S In the future it would be ideal if we used this information when performing failover or even exposed it in cluster nodes.
- ARG R

New configuration item: availability-zone

— %ﬁ‘ @Eﬁlﬁ . aval labili ty—z one New info field: availability_zone
availability_zone was also added in HELLO response in 8.1, see #1487 for more details.
— ¥ info field: availability zone
— ¥ hello response field: config set availability-zone beijing

availability zone

info | availability_zone

:beijing

https://github. com/valkey—io/valkey/pull/700 hello | avallability_zone
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- Do election in order based on failed

primary rank to avoid voting conflicts #1018
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Automatic failover vote is not limited by two times the node timeout #1356

Manual failover vote is not limited by two times the node timeout #1305
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B Replicas with the same offset queue up
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Do election in order based on failed primary rank to avoid voting conflicts #1018
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Add cluster-replica—priority to allow better ranking in auto failover #2204
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B Optimize failover time when the new primary node is down again #782
Fix replica not able to initate election in time when epoch fails #1009
Make manual failover reset the on—going election to promote failover #1274
Brocast a PONG to all node in cluster when role changed #1295
Manual failover vote is not limited by two times the node timeout #1305

Automatic failover vote is not limited by two times the node timeout #1356

Fix replica can’t finish failover when config epoch is outdated #2178

W RATREER A A e 4
B Do the failover immediately if the replica is the best ranked replica #2227 (K& N)
B Make cluster failover delay relative to node timeout #2449

W AR AR AR s
B Replicas with the same offset queue up for election #762

B Do election in order based on failed primary rank to avoid voting conflicts #1018
W RPN A o R s e e
B Fix data loss when replica do a failover with a old history repl offset #885

https://github. com/valkey—io/valkey/pull/xxx






