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What’s on the agenda?
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Let’s be sure…
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Cloud was meant to be simple..

What Customers Expected

Data
Centers

AWS

Niche 
Cloud 

Data
CentersGCP

Azure

Edge Private
Cloud

What They Got

Public 
Cloud
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Container Orchestrators tried making it simpler
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But K8s has 
matured..

AWS

Niche 
Cloud 

Data
CentersGCP

Azure

Edge Private
Cloud

But K8s has 
matured..
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AWS

Niche 
Cloud 

Data
CentersGCP

Azure

Edge Private
Cloud

K8s is the 
common control 
plane...
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Platform Engineering 
Challenges & 
Solutions
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DevOps Challenges 

Write Application Code

Unit Testing

Write Application Code

Write Code for Build 
Pipelines

Write Code for 
Monitoring Tools

Unit Testing

Developer Tasks 
Before DevOps After DevOps

Slow Developer 
Onboarding

Developers Don’t 
Want to Learn about 
Infra

Cognitive Overload  
& Developer Burnout

Lower Developer 
Productivity
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Platform Engineering Defined
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Top Reasons for Considering Platform Engineering

Too many critical 
incidents are causing 
application downtime. 

We’re wasting money 
with underutilized 
resources.

We need standardized 
processes for security 
and compliance.

Manual, repetitive tasks 
are costly to maintain. 

It’s too hard to manage 
different pipelines for 
each product.

It takes too long to find 
out when something 
goes wrong. 

Production releases 
happen only once a 
month.1

2

3

4

Agility

Cost

Reliability

Consistency

We want to accelerate our  
cloud native journey.
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Ease of 
Customization

Requirements for Platform 
Engineering

Operational 
Simplicity 

Visibility 
& Control

Developer 
Self-Service

Security & 
Compliance
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Platform Engineers need 
Multi-Cluster Configurations

AI/ML Hybrid Multi-Cloud Edge / IoT

High Availability Multi-Tenancy Data Sovereignty
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Platforms need to be democratic
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Infrastructure as Code Driving Platforms

Enables Platform 
Standardization and 

Reusability
\ 

Supports GitOps 
and DevSecOps 

Practices

Drives Automation 
and Consistency

Effortless management with 
continuous reconciliation

Foundation for 
Self-Service Developer 
Portals
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K8s

ANY INFRA

ALL NETWORKS

ANY OS

Co
nt

ai
ne

rs

Vi
rt

ua
l 

M
ac

hi
ne

s
Ubiquitous abstraction layer across all 
infrastructures

Open API driven

Orchestration Fabric for all workloads and resources

All runtimes orchestrated in one place 
(containers, VMs)

Unique underlying implementations

Kubernetes as the Orchestration Fabric of the 
Future

Any Platform Platform engineering and Add-on services
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Value of Kubernetes-Native Approach

Reduced Complexity of Platform 
Configuration & Management

Greater developer productivity 
with declarative configuration and 
abstraction across infra & services

Automated updates, high 
availability, security & compliance 
via k8s continuous reconciliation

High Reliability & Availability of Platforms 
& End-User Services

Platform Engineers

Developers

Single Point of Control & Visibility for 
Continuous Optimization 

Business
Greater reliability via replication 
controllers and self-healing

Use case-optimized IDPs 
for any workload, infrastructure
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- Read caches & sidecar/shared caches

- Session storage & feature flags

- Lightweight queues & streams

- Coordination primitives

- Edge or tiered caching

- Rate limiting / request shaping

Common Valkey Platform Use Cases
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Durability Choice Per Use Case

Topology & HA

Security

Cost Controls

Day-2 platform concerns
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Challenges of Multi-Cluster Platform 
Engineering

Infra provider

Single Application per 
Cluster

Multi-Infra Provider

Infra providerInfra provider

Dynamic On-Demand 
Clusters

Inconsistent 
Workloads

Inconsistent 
Policies

Operational 
Complexity

CHALLENGES Kubernetes 
Sprawl
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Options for Multi-Cluster Platform Engineering

Do Nothing

Expensive:
Infra and Ops costs 
will keep growing, 
and barriers to 
developer 
productivity 
continue.

DIY
Open Source

Complex:
Huge learning curve 
and operational 
burden, 
unsupported open 
source tools. Hard 
to extend from 
on-premises to 
public cloud

Enterprise-Grade 
Open Source 
Solution

Flexible:
Cost-efficient, 
highly extensible 
and customizable. 
Works on-prem and 
on public clouds

Proprietary 
Solution

Inflexible:
Limited integration 
options, expensive 
licenses and bundle 
requirements. Hard 
to extend from 
on-premises to 
public cloud 
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Introducing…

State 
Management FinOps ObservabilityCluster 

Management

Composable for Heterogeneous Best of Breed

Enterprise-Grade Open-Source

Curated, Packaged and Maintained

Experts at Your Service
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Kubernetes Evolution

Maturity

Pre-Distribution
2014-2015

● Early adopters
● Self builders 
● Active in 

community

Generation-1 
2015-2019

● Heavy weight
● packaged for 

enterprise 
● Included add-ons

Generation-2
2017-2020

● Lightweight, 
Kube-api only 

● commoditization 
of kubernetes 

● gitops focused

Generation-3  
2021-2023

● Multi-cluster 
kubernetes

● Commoditization 
of the control 
plane

● Standardization 
of the workload 
for portability 

Generation-4  
2025 → 

Kubernetes 
becomes the fabric 
that orchestrates all 
major workloads

Open, API Driven 
abstraction

Di
ffu

si
on



What is k0rdent
• A declarative and composable platform for managing Kubernetes 

clusters.
• Key benefits for platform engineers and internal developer 

platforms:
• Simplifies multi-cluster operations.
• Provides automation and scalability.
• Enhances developer experience and accelerates application delivery.
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k0rdent Architecture
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k0rdent components:  combined they together manage the full end to end lifecycle of the 
kubernetes clusters across the estate/fleet.

● KCM - k0rdent cluster management

Role: Responsible for provisioning and managing the lifecycle of Kubernetes clusters using CAPI 
(Cluster API) and infrastructure providers.

● KSM - k0rdent state management

Role: Sits on top of provisioned clusters and manages the deployment and lifecycle of runtime state, 
applications and services.

● KOF - k0rdent observability finops/framework

Role: Aggregates metrics, logs, and traces from all managed clusters and stores the data with 
configurable retention, enabling observability at scale and supporting cost governance.

k0rdent Architecture Overview
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Open Source Components
CLUSTER MANAGEMENT STATE MANAGEMENT OBSERVABILITY & FINOPS

Promxy
Cluster API
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Valkey Bundle Deployed using k0rdent
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Region 1 (e.g Milano)
Availability Zone A

Mirantis 
OpenStack 

k0rdent
Architecture

Bare Metal
… and many more

KSM
Application Catalog & Cluster 

State Management

Based on Sveltos, Flux and 
role-based-access-control for 

ServiceTemplates

KOF
Open Observability Platform 

incl. Cost Management

Based on OpenTelemetry, 
OpenCost, Grafana, 

VictoriaMetrics and more…

Mirantis Kubernetes Engine or k0s cluster

Managed k0rdent cluster

KOF - Regional
High-performance for 

tracking logs, metrics, traces 
& statistics in the region

KCM
Multi-Cloud Infrastructure

Lifecycle Management

Based on ClusterAPI & 
k0smotron, incl. HCP & 

managed oǣerings like EKS

k0rdent 
Management Cluster

Base & custom Services

Observability Collectors

Managed k0rdent cluster n
Customer X or as-a-Service offerings

Enterprise Workloads
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k0rdent provides a set of pre-defined ServiceTemplates for commonly used beach-head services. These 
templates make it easy for platform teams to deploy essential services across their managed clusters.

k0rdent pre-defined ServiceTemplates

Certificate Management:
cert-manager: Automates the issuance and renewal of TLS certificates.
Template: cert-manager-<version>

Backup and Disaster Recovery:
Velero: Backup and restore solution for Kubernetes resources and 
persistent volumes.
Template: velero-<version>

Service Mesh:
Istio: Connect, secure, control, and observe services in a microservices 
architecture.
Template: istio-<version>

GitOps and Continuous Delivery:
FluxCD: Automates the deployment of applications using Git as the single 
source of truth.
Template: fluxcd-<version>

Ingress Controller:
NGINX Ingress Controller: Enables external access to services in the cluster.
Template: ingress-nginx-<version>

Security and Policy Enforcement:
Kyverno: Kubernetes-native policy engine for enforcing security best practices 
and governance.
Template: kyverno-<version>

Monitoring and Logging:
Prometheus: Powerful monitoring system and time series database.
Grafana: Interactive visualization and analytics platform for metrics.
Fluent Bit: Lightweight log processor and forwarder.
Templates: prometheus-<version>, grafana-<version>, fluent-bit-<version>

Platform teams can use these templates directly in their ClusterDeployment or MultiClusterService resources to consistently install and 
manage beach-head services across their clusters. k0rdent's beach-head service templates streamline the process of setting up essential 
infrastructure components, enabling teams to focus on delivering applications and value to their users.
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Deployment Methods:
Helm charts
Raw Kubernetes manifests
Operator-based deployments

Version Control:
Immutable versions
Upgrade paths
Dependency management

KSM ServiceTemplates

Configuration Management:
Templated values
Environment overrides
Default configurations

Health Management:
Readiness/liveness probes
Resource requirements
Monitoring integration

KSM uses ServiceTemplates that define how services (runtime state) like ingress controllers, monitoring tools, 
etc, should be deployed across clusters or namespaces.

# example Service Template yaml

apiVersion: templates.hmc.mirantis.com/v1alpha1
kind: ServiceTemplate
metadata:
  name: ingress-controller-template
spec:
  # Service identification and versioning
  serviceName: "nginx-ingress"
  version: "1.2.0"
  displayName: "NGINX Ingress Controller"
  description: "Production-grade Ingress Controller"
  
  # Template type and source
  type: "helm"  # Options: helm, manifest, operator
  source:
    helm:
      repository: 
"https://kubernetes.github.io/ingress-nginx"
      chart: "ingress-nginx"
      version: "4.7.1"
      values:
        controller:
          replicaCount: 2

ServiceTemplates can be used in two main ways, via ClusterDeployment and 
MulticlusterService. This dual-use capability makes ServiceTemplates powerful for 
managing both cluster-wide and namespace-scoped services consistently across 
your k0rdent-managed infrastructure.
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k0rdent Catalog provides choice of Applications

● Open source ecosystem

● Pre-validated integrations

● Easy to deploy with 
available templates
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Valkey Template on k0rdent Catalog
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- Have a kind Cluster Handy
- Deploy using CAPI Provider for Docker

- Use Hyperspike's Valkey Operator

Pre-Requisites

https://github.com/hyperspike/valkey-operator
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Set up the Management Cluster
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Install the servicetemplate
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Setup Credentials
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Creating and Verifying the Child Cluster
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Deploying Valkey using MultiClusterService

first

then
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Once it is deployed
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How it works
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Cloud & Infrastructure Management

Infra

Public Cloud On-Premises Bare Metal EdgeInfrastructure Providers

Metrics, Logging, VisualizationMonitoring

Kubernetes Cluster Composition and Management

Cluster Manager

Observability 
& FinOps Cost Metrics

Developer Portal
Developer 
Control

MLOpsComplex 
Workloads

State Manager

AIOps HPC Edge / IoT NFV Data Cleansing Pipelines

Integrated 
Development 
Environment

App Deployment ToolsIntegration 
& Delivery

CI/CD Registry App Orch8r

Services

Services Catalog

Streamline Creation & Maintenance of IDPs
Internal 
Developer 
Platform
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Thank You!

Drop a “⭐” on Github:                                                                
https://github.com/k0rdent/k0rdent

https://github.com/k0rdent/k0rdent

